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Data Mining is an interesting, interpretable new knowledge about a large amount of data. Data mining
can be considered as part of the knowledge discovery process. Data mining works on patterns which is
used to find the patterns in the data set. Data mining is an interdisciplinary subsegquence of computer
science and statistics with overall extract information from the data set[12]. Data set is nothing but
database, which is a collectable information that is organize so that information can be easily accessed,
manage and updated. Data set may contain random errors called noisy data which is unnecessary for the
data set. These unwanted data are called outliers. The outliers may occur due to incorrect entry,
sampling error, mis- reporting, Exceptional but true value. The outlier in the actual world is dirty,
inadequate, noisy and unpredictable data which gives no quality mining results. These data has to be
clean using the method called preprocessing. Preprocessing involves data cleaning, data integration,
data transformation, data reduction and data discretization. Among the preprocessing methods, data
cleaning plays a vital role in removing outliers and resolve inconsistencies. These outliers can be
removed using an open source software called WEKA (Waikato Environment for Knowledge Analysis)
issued under the GNU General Public Licence [11]. The patterns of data mining can be described as
rules for clustering, classification, summarization and association. Based on the trends and relationship
between the data, clustering produces a group of modules. There are different kinds of clustering
algorithm as kmeans, EM, Farthest first, Filtered cluster, hierarchical, density based algorithms. In this
paper a real time data is preprocessed and detecting outliers using various clustering algorithm. The
various clustering algorithms are applied on the data set using WEKA tool. The analyzing result of
various clustering algorithm is used to find out which algorithm is more comfortable and time
consuming for the user for performing clustering agorithm.
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INTRODUCTION

Clustering is a method of dividing a data set into completely comparable subclasses called clusters. Similarly, the objects of same
group is grouped together to form a cluster. In alarge range of areas, such as market analysis, WWW, pattern recognition, image
processing, data mining, clustering is pragmatic. Scalability, the ability to deal with multiple types of attributes, high
dimensionality and interpretability are clustering algorithms. In the WEKA tool[10], different clustering algorithms are present.
The WEKA instrument is an assembly of algorithms for machine learning for data mining tasks. In this paper, the sections is
organized as introduction of clustering algorithm, introduction of WEKA, Preprocessing the data set, analyzing various clustering
algorthimsin WEKA tool, Comparing the result, Concludes the paper.

1. Clustering Analysis

Cluster Analysis is a segregated data-driven approach aimed at group-related segregation techniques In object clusters [2]. Data
discovery that is directed at pedestrian fashion isthe cluster study of flora.
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Clusterization is not a single grouping, but rather a process of considering object groups that are well interpretable. Each clustering
is derived upon based on centroid which is center of the cluster. Clustering belongs to descriptive models used to group according
to their similarity.

2. WEKA Tool

An open source tool is the Waikato Environment for Information Research (WEKA).Software produced in New Zealand by the
University of Waikato. WEKA is a data-mining workbench. The WEKA tool was first printed in the C language and was rewritten
in the future by the Java language that runs on all platforms, such as Linux, Windows, Mac[2]. WEKA covers a hefty number of
algorithms for classification, clustering and a lot of algorithms for data preprocessing, feature selection and regression.
Implementation of algorithm in WEKA tool starts with raw data. These raw data may contain several null and irrelevant values.
These values can be cleaned by using data preprocessing tool provided in WEKA.
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Fig. Processing of Raw Data in WEKA tool

The WEKA GUI chooser application will gave the following five different types of application. The types of applications
are
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Explorer:

This environment is used to exploring the data. It contains several tabs like preprocess, classify, cluster, associate, select attributes,
visualize and give entree to all of its amenities using menu selection.

Experimenter:

Statistical tests between learning schemes, evaluating machine learning algorithms and performing experiments are carried in this
environment.

Knowledge Flow:
This environment is similar to Explorer, but with an interface for drag-and-drop. One advantageisthat it offers gradual learning.
Workbench:

A unified graphical user interface that incorporates interfaces (Explorer, Experimenter, Information Flow) into a single program,
enabling the user to determine which applications and additions are to be displayed, in addition to the appropriate settings.

SimpleCLI:

Command-line interface is simple interface for writing commands of WEKA which does not provides their own command line
interfaces.
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Fig 3. Explorer Environment in WEKA
3. DataPreprocessing

The tool used to transform raw data into a clean data set is Data Preprocessing. In other words, once the data is obtained from
different sources, it is collected in raw format, which is not feasible for analysis [1]. To convert the data into a small, clean data
set, some steps are then taken. This process is performed before Iterative Analysis is executed. The sample data set electronic card
transaction is taken which is in CSV format. In this data set it contains 6474 instances, 14 attributes, 48 distinct values, 14
features. In WEKA, on the Preprocess tab, select open file..., then select the dataset.CSV filein .CSV format.

3.1 Filtering Attributes and Discr etization

There are few attributes in the dataset that need to be extracted before the data mining steps, which can be achieved by attribute
filtersin WEKA. There occur a popup window by clicking the filter panel[5]. In this window select “weka. filters. unsupervised.
Attributes. Remove”. It removes the unwanted attributes which creates false result during analysis. In this dataset we remove the
attributes suppressed, series title 3, series title 4, series title 5. Now, remaining all attributes have to discretization.
Discretization is process of converting real-valued attribute into an ordinal attributes called nomina attributes. The following
figure shows the discretization on dataset.

4. Detecting Outliersusing WEKA: An outlier is an abnormal distance from other values in a random sample. Outliers cause
miss significant finding or distort real result in many statistical analysis. These outliers can be handled by filtersin WEKA[6].
The filter unsupervised attributes filter — Interquartile Range (IQR) is appled to adds new attributes that indicate the outliers or
extreme values. Now, applying filtersin the data set and finding out the outliers or extreme values. The following figure shows
that 0% outliers in the data set.
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Fig 7. Outliersor Extreme valuesin Dataset

5. Clustering Algorithms

51 K-Mean Clustering Algorithm: K-mean is used to find minimum distance in clusters in dataset. K-mean clustering is a
part of data warehousing and mining. K-mean clustering is an exploratory data analysis techniques used to analysis a complete
data set[4]. It is used to implements nonhierarchical method of grouping objects together. K-mean algorithm uses the centroid
method which is used to compute the distance between the objects using Euclidean method. After calculating the Euclidean
distance, the objects are grouped based on minimum distance. Now, the data set which has preprocessed and detected the outlier is
performed the K-means clustering algorithm using WEKA tool.
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Fig 8. K-Mean Clustering Algorithm using WEKA tool

5.2 EM Clustering Algorithm: EM algorithm is called as Expectation — Maximization algorithm. Expectation is our
estimation from machines and then classify the data into some classes. Maximization if finding the maximized class from the
estimated one[8]. EM process starts on the given data set by repeating the two steps until a clear result is formed. The first step is
E-step used to classify the data using the current theory. In this step, generates the expected classification for the given data set.
The second step is M-step use to generate best theory using current classification of the data. The missing values exist in this
model, which can be formulated simply by thisEM steps.

53 Density-Based Clustering Algorithm: Clustering based on density is built on the function of probability density for the
defined data collection. Naturally, density-based algorithms repute clusters as compact regions of data space objects that are
separated by low-density regiong[2]. Using two parameters, such as Eps and Minpts, they locate and distinguish high density
regions from low density regions.
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Fig 9. EM Clustering Algorithm using WEKA tool
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Fig. 10. Density-Based Clustering Algorithm using WEKA tool

Epsisthe maximum neighborhood radius and Minpts is the minimum number of points for a point in the Epsneighborhood. In this
algorithm clusters are formed as maximum sets of density connected points and can detect noise and used when outliers are
encountered.

54 Farthest First Clustering Algorithm

The FarthestFirst Traversal Algorithm was first implemented by Hochbaum and Shmoys, 1985.A version of K-center that is
chosen as cluster centersis Farthest First. The Farthest First Traversal (FFT) is arandomly chosen first-center grasping algorithm.
Then, greedily, the second center is picked as the point farthest from the first. Similarly, the residual points that are farthest from
the points already selected[5] are determined. The residual points are further applied to the nearest center of the cluster, rather than
the farthest points. Farthest first algorithm is suitable for the large dataset.

6. Result Analysis of Various Clustering Algorithms using WEK A

The focal goal of this paper isto give introduction of clustering algorithms using
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Fig 11. Farthest First Clustering Algorithm using WEKA tool

Table 1. Comparison result of various Clustering Algorithm

Algorithm No. of Clusters Cluster Instance No. of Iteration Time Taken to build the model
K-mean Algorithm 2 5308 (82%) 3 0.01 seconds
1166 (18%)
EM Algorithm 33 217 (3%) 28 660.05 seconds
288 (8%)
44 (1%)
Density-Based 2 5265 (81%) 3 0.02 seconds
Algorithm 1209 (19%)
Farthest First 2 2785 (43%) 1 0.02 seconds
Algorithm 3689 (57%)

WEKA tool. The data set electronic card transaction has 14 attributes, 6474 instances and 48 distinct values. This data set has be
preprocessed and outliers has been detected, various clustering algorithms has been applied on this data set. The following table
shows the implementation of different data set clustering algorithms that evaluate the best clustering algorithm among the
algorithms used for clustering. Based on the time taken to create the model, it can be concluded that the best and fastest clustering
algorithm is the K-mean clustering algorithm. In the following table, the product of the clustering algorithm is shown:

Conclusion

Outliers are the interesting theory of data mining. These outliers have been extracted in this paper using the method of data
preprocessing in the data collection. We have also predicted different clustering algorithms in this paper using the WEKA tool.
When working with WEKA, deep knowledge is not needed. So, WEKA is a very appropriate tool for open source data
mining.Based on the time factor, as opposed to other algorithms, we found that the K-mean clustering algorithm is the easiest,
highest output and time consuming algorithm.
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